What is Data Mining in Healthcare?
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Like analytics and business intelligence, the term data mining can mean different things to different people. The most basic definition of data mining is the analysis of large data sets to discover patterns and use those patterns to forecast or predict the likelihood of future events.

That said, not all analyses of large quantities of data constitute data mining. We generally categorize analytics as follows:

- **Descriptive analytics**—Describing what has happened
- **Predictive analytics**—Predicting what will happen
- **Prescriptive analytics**—Determining what to do about it

It is to the middle category—predictive analytics—that data mining applies. Data mining involves uncovering patterns from vast data stores and using that information to build predictive models.

Many industries successfully use data mining. It helps the retail industry model customer response. It helps banks predict customer profitability. It serves similar use cases in telecom, manufacturing, the automotive industry, higher education, life sciences, and more.

Data mining holds great potential for the healthcare industry. But due to the complexity of healthcare and a slower rate of technology adoption, our industry lags behind these others in implementing effective data mining strategies.

In fact, data mining in healthcare today remains, for the most part, an academic exercise with only a few pragmatic success stories. Academicians are using data-mining approaches like decision trees, clusters, neural networks, and time series to publish research. Healthcare, however, has always been slow to incorporate the latest research into everyday practice.
The question that leading warehouse practitioners are asking themselves is this: how do we narrow the adoption time from the bench (research) to the bedside (pragmatic quality improvement) and affect outcomes?

The Three Systems Approach

The most effective strategy for taking data mining beyond the realm of academic research is the three systems approach. Implementing all three systems is the key to driving real-world improvement with any analytics initiative in healthcare. Unfortunately, very few healthcare organizations implement all three of these systems.

The three systems are:

1. **The Analytics System**
   The analytics system includes the technology and the expertise to gather data, make sense of it and standardize measurements. Aggregating clinical, financial, patient satisfaction, and other data into an enterprise data warehouse (EDW) is the foundational piece of this system.

2. **The Content System**
   The content system involves standardizing knowledge work—systematically applying evidence-based best practices to care delivery. Researchers make significant findings each year about clinical best practices, but, as I mentioned previously, it takes years for these findings to be incorporated into clinical practice. A strong content system enables organizations to put the latest medical evidence into practice quickly.

3. **The Deployment System**
   The deployment system involves driving change management through new organizational structures. In particular, it involves implementing team structures that will enable consistent, enterprise-wide deployment of best practices. This system is by no means easy to implement. It requires real organizational change to drive adoption of best practices throughout an organization.

   If a data mining initiative doesn’t involve all three of these systems, the chances are good that it will remain a purely academic exercise.
and never leave the laboratory of published papers. Implementing all three enables a healthcare organization to pragmatically apply data mining to everyday clinical practice.

Pragmatic Application of Data Mining in Healthcare—Today

When these principles are in place, we have seen clients make some very energizing progress. Once they implement the analytics foundation to mine the data and they have the content and organizational systems in place to make data mining insights actionable, they are now ready to use predictive analytics in new and innovative ways.

One client is a health system trying to succeed in risk-based contracts while still performing well under the fee-for-service reimbursement model. The transition to value-based purchasing is a slow one. Until the flip is switched all the way, health systems have to design processes that enable them to straddle both models. This client is using data mining to lower its census for patients under risk contracts, while at the same time keeping its patient volume steady for patients not included in these contracts. We are mining the data to predict what the volumes will be for each category of patient. Then, the health system develops processes to make sure these patients receive the appropriate care at the right place and at the right time. This would include care management outreach for high-risk patients.

With another client, we are mining data to predict 30-day readmissions based on census. We apply a risk model (based on comorbidity, severity score, physician scoring, and other factors) to patients in the census, run the data through regression analysis, and assign a risk score to each patient. The health system uses this score to inform which care-path patients take after discharge so that they receive the appropriate follow-up care.

Although these predictive models require a committed cross-functional team (physicians, technologists, etc.) and need to be tested over time, these clients are happy with the progress and preliminary results. They are moving beyond the theory of data mining into real, pragmatic application of this strategy.
Using Analytics to Track Fee-for-service and Value-based Payer Contracts

Let’s go into more depth about how one of these clients is using data mining and predictive analytics to address a major trend in healthcare today: effecting a smooth transition from fee-for-service (FFS) to a value-based reimbursement model.

We all know that the transition to value-based purchasing is happening. It represents the future of healthcare. But this shift isn’t a switch that can be flipped overnight. Instead, health systems must juggle both care delivery models simultaneously and will likely have to do so for many years to come.

We are working with a team at a large, nationally recognized integrated delivery network (IDN) that is using data mining to help navigate this transition—working to succeed in risk-based contracts while still performing well under the fee-for-service reimbursement model.

Monitoring and Predicting Fee-for-service Volumes

A significant percentage of this IDN’s revenue comes from out-of-state referrals to its top-rated facilities. The team wants to ensure that these FFS contracts remain in place and supply a steady stream of business. To monitor this process, they have implemented an enterprise data warehouse (EDW) and advanced analytics applications. The EDW aggregates multiple data sets—payer, financial, and cost data—and then displays dashboards of information such as case mix index (CMI), referral patterns for each payer, volumes per payer, and the margins associated with those payers.

This system enables the team to mine data viewing trends in volume and margin from each payer. At this point in the implementation, the team is able to see within a quarter—rather than after a year or two—that referrals from a certain source are slowing down. They can then react quickly through outreach, advertising, and other methods.
As you can see, this innovative system we’re developing is still one that is reactive—though it identifies trends quickly enough that the health system can react before the margin takes much of a hit. But we are currently refining the system to become one that is truly predictive: one that uses sophisticated algorithms to forecast decreases in volume or margin by each referral source.

### Participating in Shared-risk Contracts

Of course, at the same time as they work to optimize referral volumes, the health system’s team must also manage patients in value-based contracts. The IDN is an accountable care organization (ACO) with shared-risk contracts that cover tens of thousands of patients. Just as they are bringing referrals into the hospital, they are optimizing care to keep their at-risk population out of the hospital. They are, therefore, also using the EDW to help ensure that patients in this population are being treated in the most appropriate, lowest-cost setting. Analytics enables the team to monitor whether care is being delivered in the appropriate setting, identify at-risk patients within the population, and ensure that those patients are assigned a care manager.

Health systems nationwide are feeling the pressure of figuring out how to straddle the FFS and value-based worlds until the flip is switched. Having the data and tools on hand to predict their volumes and margins—while managing value-based contracts using the same analytics platform—is giving a significant advantage.

### Pragmatic Application of Data Mining to Population Health Management

Another client is using the flexibility of its EDW to concurrently pursue multiple population health management initiatives on a single analytics platform. We are working together on two initiatives that employ the EDW, advanced analytics applications, and data mining to drive better management of the populations in the health system’s clinics.

The IDN is an accountable care organization (ACO) with shared-risk contracts that cover tens of thousands of patients. Just as they are bringing referrals into the hospital, they are optimizing care to keep their at-risk population out of the hospital.
The first initiative mines historical EDW data to enable primary care providers (PCPs) to meet population health regulatory measures. This clinic’s PCPs must demonstrate to regulatory bodies that they are giving the appropriate screenings and treatment to certain populations of patients. Their focus to date has been on A1c screenings, mammograms for women over 40, and flu shots. The EDW and analytics applications have enabled the PCPs to track their compliance rate and to take measures to ensure patients receive needed screenings.

The Health Catalyst® Advanced Application for Primary Care shows trending of compliance rates and specific measurements over time. So, the clinic can view how a patient’s A1c or LDL results are trending. They also see patients who may still be in a healthy range but over the last 18 months are trending closer and closer to an unhealthy result, then proactively address the issue.

A fun story from this clinic involves a Nurse Practitioner who joined the practice 20 years ago with a dream of changing the standard of care for diabetes. She tried to create concise reports but ran into one roadblock after another and finally resorted to spreadsheets mapped to EMR fields as a reporting mechanism, realizing it’s a less-than-ideal stopgap. Finally, after 20 years, her dream came true with the Health Catalyst solution to deliver monthly reports to individual physicians showing their diabetic patients and respective compliance to the standard of care.

Having this data readily on hand has also enabled the clinic to streamline its patient care process—enabling front-desk staff and nurses to handle screening processes early in a patient visit (which gives the physician more time to focus on acute concerns during the visit). This approach allows physicians to see more patients and devote more time to those patients’ immediate concerns. And it allows each member of staff to operate at the top of his or her license and training.
To better risk stratify the patient populations, we applied a sophisticated predictive algorithm to the data. Using the data, we identified the clinical and demographic parameters most likely to predict a care event for that specific population.

Data Mining to Predict Patient Population Risk

The second initiative involves applying predictive algorithms to EDW data to predict risk within certain populations. This process of stratifying patients into high-, medium- or low-risk groups is key to the success of any population health management initiative. Interestingly, some patients carry so much risk that it would be cheaper to pre-emptively send a physician out to make a house call rather than waiting for that patient to come in for a crisis appointment or emergency room visit. The clinic needed to be able to identify these high-risk patients ahead of time and focus the appropriate resources on their care.

To better risk stratify the patient populations, we applied a sophisticated predictive algorithm to the data. Using the data, we identified the clinical and demographic parameters most likely to predict a care event for that specific population. We then ran a regression on the clinic’s historical data to determine the weight that should be given to each parameter in the predictive model.

By applying such a tailored algorithm to the data, the clinic has been able to pinpoint which patients need the most attention well ahead of the crisis. Importantly, the clinic has integrated this insight into its workflow with a simple ranking of priority patients. This allowed for development of improved processes for managing the care of at-risk patients. For example, each week the physicians and care coordinators discuss the risk level of each patient with an appointment scheduled for that week. They can then create a care management plan in advance to share with the patient during the visit.

The clinic also looks at Patient Activation Measure® (PAM) scores and uses that data to determine patient engagement and activation. This leads to shared decision-making between the PCP and the patient, as the physician is able to determine ahead of time those patients who are at higher risk for non-compliance or might be unable to fully participate in their care.
Data Mining to Prevent Hospital Readmissions

Reducing 30- and 90-day readmissions rates is another important issue health systems are tackling today. We have used data mining to create algorithms that identity those patients at risk for readmission.

When your health system has an adequate historical data set—i.e., you have adequate data about patients with certain conditions who were readmitted within 30 or 90 days—you can mine that data to create an accurate predictive algorithm. The following is a high-level description of steps to learn from a historical cohort and create an algorithm:

1. Define a time period (the parameters of the historical data).
2. Identify all of the patients flagged for readmission in that time period.
3. Find everything those patients have in common (lab values, demographic characteristics, etc.).
4. Determine which of these variables has the most impact on readmissions. You can do this mathematically using a variety of statistical models.

An Introduction to Training Predictive Algorithms

The process of building and refining an algorithm based on historical data is called training the algorithm. We typically use about two-thirds of the historical cohort to train the algorithm. The other third is used as a test set to assess the accuracy of the algorithm and ensure that it isn’t generating false positives or negatives.

One important aspect of creating a predictive algorithm is getting feedback from clinical experts. Using an algorithm to make an impact in today’s care—which is our goal—requires buy-in from the clinicians delivering care on the frontlines. For them to own the algorithm, trust the data, and incorporate new processes into their workflow, incorporating their feedback is critical.
The More Specific the Algorithm, the Better

Rather than train an algorithm specific to cases like heart transplant or heart failure, many organizations rely on all-cause or general readmissions data to predict readmissions. However, most of these generic algorithms are only about 75 percent accurate. It’s a start, but it isn’t enough.

The extra effort to train an algorithm based on a specific population—say, a cardiac population—will jump the algorithm above 90 percent accuracy. If you can define a very specific problem or population—and identify the characteristics unique to that population—the algorithm will always be better. You can use a generic algorithm as a starting place, but to be truly successful you will need to add factors specific to defined populations.

Readmissions in the Real World: A Health System’s Improvement Initiative

In an ideal situation, health systems would have all of the historical data they needed, would train the algorithm, and would quickly start using predictive analytics to reduce readmissions. In the real world, things can be a little bit messier. Health systems don’t always have the historical data they need at the outset. Sometimes the health system has to improve documentation first and build up the necessary data before launching predictive analytics.

That was the case with one of our health system clients. Rather than starting to implement predictive algorithms immediately, they used an EDW and advanced analytics applications to begin a readmissions initiative with only general readmissions baselines to guide them.

This client decided to begin by focusing on a specific cohort: heart failure (HF) patients. We worked with them to create a data mart for their HF population so they could track readmissions rates and assess how the quality interventions they implemented affected those rates.
The health system’s team gathered best practices from the medical literature and decided to use interventions that included:

- **Medication review.** Clinicians are required to review medications with HF patients at discharge.

- **Follow-up phone calls.** A nurse calls to check that the patient is following the health regimen appropriately (within seven days for high-risk cases and 14 days for other cases).

- **Follow-up appointment scheduled at discharge.**

As they implemented these best practices, the data flowed into the EDW, and the team was able to see:

- How compliant clinicians were in using the best practices.

- How these best-practice interventions affected 30- and 90-day readmissions.

They also began to add other best practices to their set of interventions.

At that point, the client hadn’t yet set up an algorithm to predict risk. Rather, they relied on physicians to flag patients as high risk. Because the health system needs to refine its processes and ensure that the right amount of resources are being devoted to high-risk and rising-risk patients, the team is now turning its attention to predictive algorithms as a method for streamlining its processes and making more effective interventions.

Data mining can also help this health system streamline its efforts by evaluating the relative efficacy of each best practice. For example, if a case manager only has time to apply some of the interventions to a patient, which intervention or combination of interventions will have the most impact?

This brief case study is illustrative of what applying data mining in the real world is all about. If the health system had waited until its stars were perfectly aligned before getting started on its initiative, it might still be waiting today. Perhaps that’s why data mining so often doesn’t make it out of the academic lab and into everyday clinical practice. But this is the type of effort that is required—the determination to iterate step by step in a process of continuous quality improvement.
Data Mining in Healthcare Holds Great Potential

As stated earlier, today’s healthcare data mining takes place primarily in an academic setting. Getting it out into health systems and making real improvements requires three systems: analytics, content, and deployment, along with a culture of improvement. We hope that showing these real-world examples inspires your team to think about what is possible when data mining is done right.

Resources

- Advanced Applications http://www.healthcatalyst.com/advanced-applications/
- Four Levels of Health Activation http://www.insigniahealth.com/solutions/patient-activation-measure

This brief case study is illustrative of what applying data mining in the real world is all about. If the health system had waited until its stars were perfectly aligned before getting started on its initiative, it might still be waiting today.
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